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Abstract. In recent years, plant disease detection has grown in importance for biotechnology, 

and its uses include growth guidance for plants. This paper presents a novel deep neural method 

based on the sensor network Swin Transformer-YOLO (ST-YOLO) that performs plant disease 

detection and segmentation to prevent the plants and fruits from spreading disease and to guide 

biological growth. Several experiments were performed to validate the proposed method. The 

results showed that obtaining information on the disease detection and biological state based on 

the RoCoLe dataset using ST-YOLO was more accurate and efficient than other typical 

methods. In particular, the mAP50 of the proposed approach is 0.987, 0.7% higher than state-

of-the-art approaches. Therefore, the proposed approach is practical. 
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1. Introduction 

Biotechnology has recently attracted increasing academic attention, contributing to developing the agricultural 

sector. In particular, intelligent computing has been implemented in biotechnology to improve the survival rate 

of biological culture technology and reduce production costs (Trkolu et al., 2019; Gupta et al., 2019). In recent 

years, implementing intelligent computing has attracted considerable interest in the bioinformatics community 

(Haridasan et al.,2023). For example, one application branch of biotechnology focuses on plant and fruit 

disease detection to prevent the plants and fruits from sickness and spreading (Rashwan et al., 2022; Li et al., 

2022). Furthermore, the approaches can be divided into two general classes: traditional model detection and 

deep neural network-based detection models.  

2. Related Works 

Numerous researchers have considered traditional modelling methods to implement plant and fruit disease 

detection (Hamuda et al., 2017; Yao et al., 2017; Islam et al., 2019; Zou et al., 2019; Thirthe et al., 2021; Bose 

et al., 2021). In particular, Hamuda et al. (2017) proposed an automatic crop detection using the HSV color 

space and morphological operations. Then, Yao et al. (2017) presented a three-layer detection method to detect 

and identify white-backed planthoppers based on AdaBoost, support vector machine (SVM), and histogram of 
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oriented gradient (HOG). Moreover, an automatic plant detection method was developed using HOG and LBP 

features with SVM (Islam et al., 2019). Furthermore, Zou et al. (2019) combined HOG features with local 

binary patterns (LBP) features to detect tomato disease and diagnose pests. Additionally, a tobacco-plant 

detection method was proposed using scale-invariant HOG Descriptors (Thirthe et al., 2021). Similarly, Bose 

et al. (2021) presented a leaf disease of medicinal plants detection method based on the SVM classification 

algorithm. 

Although substantial progress has been achieved in plant and fruit disease detection using traditional 

methods, no clear advancement has been obtained in the trade-off between the speed and efficiency of the 

detection method. To fill these gaps, several authors have focused on plant and fruit-disease detection methods 

relying on deep learning methods. For example, Kumar et al. (2019) proposed detecting fruit flowers using a 

refined semantic weight convolutional neural network (CNN). Moreover, Lim et al. (2020) introduced a deep 

neural network to perform real-time Kiwi fruit flower detection in an orchard environment. Boogaard et al. 

(2020) considered a robust node-detection algorithm based on a deep CNN to detect and track fruit-vegetable 

crops. Subsequently, a hybrid detection model for an automatic plant disease was proposed using a 

convolutional autoencoder (CAE) network and CNN (Bedi et al., 2021).  

Most studies on deep neural networks in this field can be grouped into two broad areas: one-stage detection 

methods (Liu et al., 2016; Joseph et al., 2016; Joseph et al., 2017; Joseph et al., 2018) and two-stage detection 

methods (Girshick et al., 2014; Ren et al., 2015; Sandler et al., 2018). In one-stage methods, the features are 

extracted directly from the network to predict the classification and location of objects without region proposal. 

Thus, the task flow can be described as a feature extraction and classification or localization regression. In 

contrast, in two-stage methods, the region proposal is generated. Here, the tested object might be contained in 

a pre-selected box, and then the samples are classified using CNN. Moreover, the task flow can be described 

as a feature extraction, generation region proposal, and classification or localization regression. Based on the 

two-stage detection method, a multi-class apple detection method in dense-foliage fruiting-wall trees was 

presented using a faster region-CNN, and the fruit disease detection network was built upon Mask R-CNN 

(Gao et al., 2020; Chang et al., 2021). In contrast, based on the one-stage detection method, the 

architecture ’MangoYOLO’ was proposed to perform real-time fruit detection (Koirala et al., 2019). In 

addition, Zheng et al. (2021) developed a one-stage neural network, namely YOLO BP, to detect green citrus 

in natural environments. Furthermore, Roy et al. (2021) presented a high-performance and real-time one-stage 

object detection framework based on YOLOv4 in plant disease detection.  

As seen from the above paragraph, significant progress has been made in this field; however, the following 

limitations arise in actual practice: 1) It is still difficult to locate and detect the object area accurately due to 

sunlight and backlighting in the planting environment. 2) Noise overlap due to plant feature loss and occlusion 

in a complex natural environment. 3)Most studies focused on detection accuracy, and more effort needs to be 

paid to real-time performance. 2) Various studies have been conducted on detection methods, but only a limited 

amount of research has been conducted on both detection and segmentation. 3) The algorithms are subject to 

the model size, which can be challenging to deploy in the system, relying heavily on the quantity of data to 

have improved performance. 

Therefore, to overcome the above limitations, this study aims to detect and segment plants and fruits using 

the lightweight neural network ST-YOLO to protect them from disease and other outside effects. There are 
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several advantages in YOLO models, such as faster speed, high accuracy and it can provide a unified 

framework for training model. However, the detection of small objects is relatively poor (Joseph et al., 2016; 

Joseph et al., 2017; Joseph et al., 2018). Considering the scales on different images or on the same image can 

vary greatly and compared with text, the size of image is too large, and the computational complexity is higher. 

The swin transformer is adopted in our network to solve the multi-scale problem of visual image, greatly 

reduces the computational complexity of the network and huge improvements can be made in detection, 

segmentation and other downstream tasks (Liu et al., 2021).  On the object detection dataset COCO, it was 

improved by about 2.7 points over the SOTA and the semantic segmentation dataset ADE20K, the mAP 

improved by about 3.2 points compared with SOTA at that time (Liu et al., 2021). Therefore, the proposed 

method can address the gaps in the literature and be more accurate, efficient, and easier to deploy in an existing 

system to realize real-time performance. Moreover, the main contributions of the study can be summarized as 

follows: 1) An improved lightweight module was added to the developed neural network to reduce the model 

size while considering more abundant information. 2) A novel backbone network was included in the model 

to reduce parameter calculation and network uptime. 3) The data augmentation can be automatically generated 

in the proposed model to improve the performance in both detection and segmentation tasks. 

3. Proposed Method 

 

Figure 1. Architecture of the proposed ST-YOLO. 

 

The architecture of the proposed object detection method ST-YOLO is shown in Figure 1. In traditional 

convolutional layer in deep neural network, it contains multiple convolution cores, whose function is to extract 

features from input data, then the output feature map will be input to the pooling layer for feature selection 

and information filtering. So the valuable information can be lost and the correlation between the local and the 

whole is ignored. What’s more, it has low training efficiency due to much parameters. Compared with it, the 

Swin Transformer has better adaptability to plant data and better model effect also can learn dynamic 

parameters, which has stronger universality and does not depend on the data itself (Liu et al., 2021). However, 
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its local ability to obtain information is weaker than that of YOLO algorithms. Therefore, ST-YOLO is 

proposed in our work to perform plant disease detection and segmentation with higher performance to prevent 

the plants and fruits from spreading disease and to guide biological growth. The image input first passes 

through the backbone network. The process begins by passing the image through the Conv layer. Subsequently, 

the image is sent to Swin Transformer Layer to Patch Partition for a block operation and Linear Embedding 

module to adjust the number of channels. The prediction results are obtained through feature extraction and 

down sampling in stages 1, 2, 3 and 4. Swin Transformer Blocks in each stage comprise two connected 

Transformer blocks based on W-MSA and shift window multi-head self attention (SW-MSA). When the image 

passes through each stage, its size is halved, and the channel is expanded to twice its original size. Then, the 

image passes through the Neck module to enrich the semantic feature and information. Finally, the model 

provides both detection and segmentation. 

3.1.  Data 

The dataset used to test the model was RoCoLe (Parraga-Alava et al., 2019), a Robusta coffee leaf images 

dataset that can be used for both plant detection and segmentation research with segmentation annotations. In 

particular, the dataset contains 1560 coffee leaf images, with annotations regarding the healthy and unhealthy 

state and the according to the leaf area with spots to predict the severity of the disease. In addition, the dataset 

has six categories of labels, including healthy, red spider mite presence, rust level 1, rust level 2, rust level 3, 

and rust level 4, as shown in Figure 2. The rust level represents the severity scale spots of the affected leaf 

area. 

 

Figure 2. RoCole dataset in different states. 

 

3.2. Backbone Network 

The architecture of the backbone network is shown in Figure 3. First, the construction sequence of each Patch 

feature is obtained, and then the attention is hierarchically calculated. Next, the image is input to the Patch 

Partition for a block operation and subsequently sent to the Linear Embedding module to adjust the number of 

channels. Finally, the final prediction results are obtained through feature extraction and downsampling in 

stages 1, 2, 3, and 4. When the image passes through each stage, the size is halved, and the channel is expanded 
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to twice its original size. In the Patch Partition, the image is divided into small chunks, differing from VIT. 

Then, the image undergoes 4 stages, each containing a Patch Merging and Swin Transformer Block. Patch 

Merging is similar to pooling; however, it cannot lose information. The Swin Transformer Blocks in each stage 

comprise two connected Transformer blocks based on W-MSA and SW-MSA. W-MSA computes the attention 

based on windows, whereas SW-MSA recalculates the attention when the windows slide. 

4. Experimental Results 

The experimental results are presented in this section. Figure 3 summarizes the training progress of the 

proposed model and presents its metrics. Moreover, the prediction results are shown in Figure 4, containing 

both detection and segmentation results of the Robusta coffee leaf images dataset. 

 

 

Figure 3. Metrics and loss of the ST-YOLO in training process. 

 

 

Figure 4. Detection and segmentation results of the Robusta coffee leaf images dataset. 

5. Conclusion 

In conclusion, this study showed that the proposed plant and fruit detection ST-YOLO method proposed in 

this study is meaningful and fruitful and can be applied for plant disease detection and growth guidance. Future 
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work will focus on the lightweight of the algorithm to improve the more intelligence and convenience of the 

proposed network. 
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