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Abstract. The aim is to accelerate the compilation of programmers, reduce the error codes in 

the program, and accurately locate the semantic errors. The deep learning neural networks and 

Quantum Intelligence Algorithm (QIA) encode the information hidden in the code. Then, a 

localization-repairing model for semantic errors is constructed based on a deep quantum neural 

network. This model locates the code semantics through the deep neural attention mechanism 

and repairs the erroneous codes through QIA. Furthermore, the model's performance is tested 

and verified in Online Judge (OJ). Other algorithms are also tested for performance comparison. 

The effectiveness of the proposed localization-repairing model is proven. The results suggest 

that introducing the attention mechanism to neural networks can improve the model accuracy 

to 70.91%; meanwhile, introducing QIA can accelerate the convergence and increase the 

recognition rate of the model. Compared to traditional semantic localization models, the 

positioning accuracy of the proposed model is increased to 85.24%. Besides, its capability of 

semantic repairing is significantly improved compared to single algorithm models, and the 

proportion of program repairing is 89.27%. Tests on the system also prove the advantages of the 

proposed model in precise localization and excellent repairing. The above results can provide 

more ideas for the localization and repair of semantic errors in computer programs. 

 

Keywords: Deep learning, Neural network, Quantum intelligent algorithm, 
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1. Introduction 

As technology continues to advance, the lives of humans are electronicized, including electronic news, 

electronic books, and electronic offices; consequently, traditional text-based works are gradually decreasing 

[1]. The Internet is a crucial platform for human beings. It has no geographical restrictions; all users can publish 

and answer questions anytime and anywhere. The fast speed of information transmission not only enriches the 

learning methods of humans but various data sharing also improves the working efficiency of humans [2]. 

However, due to the limitations of input methods, or the carelessness during typing, semantic errors will appear, 

which affects not only the quality of the texts but also the subsequent understanding by others [3]. Therefore, 

a correct semantic understanding is vital for human communication, and the same is valid for computers. 

Programmers often encounter various while writing programs. This is inevitable but causes programmers to 

spend a lot of time and energy repairing the codes [4]. Hence, scholars began to work on semantic error 
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detection and repair, specifically for computer programs [5]. According to the repairing methods generated, 

the programmers can either directly modify the program codes or be provided with a modification hint to 

improve the code quality [6]. Due to the complexity of programming languages, except for the keywords 

defined, the programmer can arbitrarily determine the variable's name, leading to many problems in the 

repairing method of the automatic programs [7]. There are more than 20 automatic detection and repair 

methods for different programming languages; however, many problems are found in various semantic repair 

methods for computers [8]. Studying language errors and repairing systems will not only improve the accuracy 

of communication but also reduce the useless operations of programmers, which is of considerable significance 

to computer programming. 

The most common methods in text detection include the rule-based, corpus-based, and feature learning-

based methods [9]. The rule-based method learns the linguistic knowledge in the text, defines the intrinsic 

rules, and compares the text to be tested with the rules, thereby judging the semantic error information [10]. 

After learning all the texts, the corpus-based method constructs a corpus and then performs statistics and 

diagnosis based on the word strings [11]. The feature learning-based method constructs a knowledge base of 

common errors with excellent effect; then, it extracts features from the text to be tested, scores the text through 

machine learning or deep learning, and outputs the result [12]. Research on text detections is various. Devlin 

et al. (2017) utilized the rule-based processor for generating a large number of repairing candidates; then, they 

adopted a statistical neural network model to score these candidates with a novel neural network architecture; 

this model could predict 41% of wrong sentences only through one test [13]. Mohan and Jannesari (2019) 

employed neither any defect datasets nor error-free programming source codes for training; the structure and 

semantic details of Abstract Syntax Tree (AST) were employed for training; consequently, on the prior dataset, 

the model accuracy of correct localization and recognition could reach 81% [14]. Jacob Devlin et al. (2017) 

proposed the Share-Specialize-Compete (SSC) model, in which the AST was input into Recurrent Neural 

Networks (RNN) for error recognition of text information for the first time [15]. Sumit Gulwani et al. (2018) 

combined the clustering algorithm with the automatic repairing algorithm for the automatic repairing of 

program semantics; this method was advantageous on simple codes; however, as the codes became complex, 

the clustering classification tree would grow linearly, causing the system to run slowly [16]. The above 

research reveals that deep learning and neural networks can learn the various features of the codes, thereby 

significantly improving the accuracy and effect of program repair. Hence, they are highly feasible and practical. 

The focus here is to analyze and localize semantic errors in programs. Deep learning neural networks and 

Quantum Intelligence Algorithms (QIA) are adopted to encode information hidden in the codes. On this basis, 

a localization model for semantic program errors is proposed based on deep neural QIA, whose accuracy is 

tested and verified in the OJ system. Furthermore, after AST is encoded with Gated Recurrent Units (GRU)--

based Graph Neural Network (GNN) (GGNN), the codes are input into a deep neural network model, and the 

program is repaired. The accuracy of such a method is also verified. The results can provide a theoretical basis 

for the research on semantic recognition of computer programs. 

2. Methods 

2.1.  Traditional Semantic Localization and Repairing 
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Traditional methods for the localization and repair of program semantics include rule-based, corpus-based, and 

feature-learning-based methods. A typical flowchart is shown in Figure 1. First, according to the original 

program, the program will follow the error localization method and give the algorithm rules. Each bugged 

statement in the program code is calculated to obtain the probability that each statement has a bug. Then, the 

statements are ordered according to the likelihood. The ordered statements are successively input into the given 

patch generation algorithm. The patch generation algorithm will determine whether the patch can be output 

here based on the bugs of the statements. If the patch can be output, the wrong program code will be repaired 

according to the patch, and the test set will be used for patch verification. If the test cases in the test set are 

verified, the repairing plan is output for bug repairing. If the statement here cannot output a suitable repairing 

plan, the following statement with a bug will be chosen from the previously generated bug sequence, and 

another error repairing plan for the program will be generated again [17]. 
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Figure 1. Traditional semantic localization and repairing. 

 

2.2. Semantic Localization Algorithm 

Deep Neural Network (DNN) is an Artificial Neutral Network (ANN) with multiple layers between the input 

and output layers. Despite the linear and nonlinear relationships, DNN will find the correct mathematical 

operation to convert the input to the output [18]. Layers in DNN are divided into three categories: the input 

layer, the hidden layer, and the output layer, as shown in Figure 2. In DNN, the calculation of a neuron is as 

follows: 

𝑎𝑗
𝑙 = 𝜎(∑ 𝑤𝑗𝑘

𝑙 𝑎𝑘
𝑙−1

𝑘 + 𝑏𝑗
𝑙)                                (1) 
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In Eq. (1), 𝑤𝑗𝑘
𝑙 is the weight value of data, l represents the number of layers, j represents the j-th neuron, k 

represents the k-th neuron, 𝑎𝑗
𝑙 is the weight of a neuron, and 𝑏𝑗

𝑙 represents bias. This neural network adopts 

the gradient descent algorithm to optimize the value of a single parameter. The update calculation for 

parameters is as follows: 

𝜃 = 𝜃1-𝜂Δ𝐽(𝜃)                                 (2) 

In Eq. (2), 𝜃1 is the parameter of the last neuron, 𝐽(𝜃) is the loss function, and 𝜂 is the learning rate. 

When the algorithm is propagated back, the chain rule of derivatives is utilized. Then, the derivative of a point 

(x, y) can be obtained: 

dz

𝑑𝑥
=

𝑑𝑧⋅𝑑𝑦

𝑑𝑦⋅𝑑𝑥
                                 (3) 

This point is generalized to vector form: 

Δ𝑥
𝑧 = (

∂𝑦

∂𝑥
)𝑇Δ𝑦

𝑧                                  (4) 

In Eq. (4), Δ𝑥
𝑧 and Δ𝑦

𝑧 are the vector values of point (x, y), z is the propagation distance, and T is the 

propagation time. Through the chain rule, the imperial capital of each layer can be reversed continuously from 

the final loss function, and a minor storage cost can be adopted in exchange for an increase in speed. The 

commonly used loss function is the Mean Square Error (MSE) loss function. The lower the value of this 

function is, the better the model fits in the training set and the better the effect is. The equation of the MSE 

loss function is: 

𝐽 =
1

𝑁
∑ (𝑌𝑖 − 𝑦𝜃(𝑥𝑖))𝑁

𝑖=1
2
                                (5) 
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Figure 2. Structure of DNN. 

 

To verify the superiority of the proposed method, different neural networks are tested for comparison, 
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including the Convolution Neural Network (CNN), an efficient recognition algorithm developed recently and 

has attracted widespread attention. The basic structure of CNN includes two layers. The first is the feature 

extraction layer. The input of each neuron is connected to the local receptive field of the previous layer, and 

the local features are extracted. The second is the feature mapping layer. Each computing layer of the network 

consists of multiple feature maps. Each feature map is a plane, and the weights of all neurons on the plane are 

equal. The feature mapping structure uses a Sigmoid function with a small influencing function core as the 

activation function of CNN; thus, the feature mapping has displacement invariance. Besides, since neurons on 

a mapping surface share weights, the free parameters of the network are reduced. A Recurrent Neural Network 

(RNN) is a recursive network that takes sequence data as input, recurses in the evolution direction of the 

sequence, and connects all nodes in a chain. RNN can process the connections among multiple inputs to shorten 

the processing time [19]. 

Attention mechanism: It allows the model to focus on, learn, and absorb vital information, which can be 

applied in any sequence model. As for machine translation, if the sentence is long, a C may not hold so much 

information, which will cause the translation accuracy to decrease. Hence, to solve the above problem, the 

attention mechanism has come into being [20]. The specific structure is shown in Figure 3: 

 

Attention 

Layer

hs ht

ht

at

Ct

 

Figure 3. Structure of attention mechanism. 

 

2.3. Semantic Repairing Algorithm 

QIA: Since the proposal of the Shor and Grover algorithms, the unique calculation methods shown by quantum 

computing and the vast potential in information processing have attracted widespread attention from 

researchers. Intelligent algorithms have always been a hot topic in algorithm research. QIA combines quantum 

theory with intelligent computing and uses quantum parallelism to compensate for some of the shortcomings 

of intelligent algorithms, such as accelerating the convergence speed of the algorithm and avoiding premature 

[21]. Currently, common QIAs include quantum evolution algorithm, quantum immune algorithm, quantum 

annealing algorithm, quantum neural network, and quantum clustering algorithm. Quantum evolutionary 
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algorithms and quantum neural networks have become current academic research hot spots. The neural 

network can extract the features and classify the algorithm but cannot modify the sentences. In contrast, QIA 

can optimize the performance of the original neural network and repair the wrong sentences. The unit vector 

of the 2D-bit space is: 

|𝑝 >= 𝑎|0 > +𝑏|1 >                                 (6) 

In Eq. (6), a and b are all (x, y) values of 2D space, and p is the vector value. Its structure is shown in Figure 

4: 
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Figure 4. Computing structure of quantum state space. 

 

In a quantum computer, n-bit quantum registers in a superposition state can simultaneously store all 2n 

numbers from 0 to 2n-l, which exist at the same time with a particular probability. Therefore, in a classical 

electronic computer, an n-bit register can only store one n-bit binary number; in a quantum computer, however, 

an n-bit quantum register can store 2n n-bit binary numbers simultaneously with a particular probability. 

To verify the superiority of the proposed method, different neural networks are tested for comparison, 

including GGNN, a model of spatial information transmission based on GRU structure. A similar principle of 

RNN is adopted to transmit information among the graph. Compared to chain or tree structure data, such 

structures are often more flexible. Many traditional algorithms often compress the data of this structure into a 

chain structure or convert the data into a tree structure before adopting RNN for processing [22]. Genetic 

Algorithm (GA) is a search algorithm applied to solve optimization in computational mathematics, an 

evolutionary algorithm. It is usually realized through computer simulation. For an optimization problem, an 

exact number of candidate solutions can be abstractly represented as chromosomes so that the population can 

evolve to a better solution [23]. The fault localization method of the Genporn algorithm preprocesses each 

statement in the program code and executes the test cases to calculate the possibility that each statement has a 

bug. If the statement can only be executed using positive test cases, it is less likely to have bugs. If the semantics 

can only be executed using anti-test cases, the possibility of bugs is higher. The sk-p algorithm uses the Data-

Driven Synthesis (DDS) mode to input the previous and subsequent lines of codes into the Seq neural network 

model. Then, it outputs the correct codes according to the distribution. This model can fix syntax and semantic 

errors simultaneously, but each line of the code needs to be predicted. As a result, the calculation amount is 

tremendous. Besides, this model is simple and uses less information hidden in the code segment; hence, the 

accuracy is low [24]. The specific process is shown in Figure 5. 
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Figure 5. Structure of sk-p algorithm. 

 

2.4. Construction of the Localization-Repairing Model for Semantic Errors Based on Deep 

Quantum Neural Network 

The traditional semantic localization and repairing models have poor accuracy because their feature extraction 

ability is weak. Besides, the running algorithm does not employ a distributed network, so the requirements for 

equipment are higher. With the continuous development of technology, a semantic positioning and repairing 

model based on the deep quantum neural network is proposed. This model combines DNN and attention 

mechanisms to extract features of codes. First, the codes are segmented into lines. Then, each token in each 

row is encoded with the C Embedding method. After the encoding is completed, the RNN model inputs each 

token in each line of code and performs only the Encoder operation. As a result, the context vector, which hides 

the information of this line of code, is obtained. After the context vector of each line of code is obtained, these 

vectors are input into the pointer network model as a sequence. Then, the location of the line where the 

semantic error of the program code occurs is output. Hence, the semantic error localization of programs is 

achieved. It also uses a quantum neural network to optimize the algorithm and repair the semantics. The 

specific structure is shown in Figure 6. 
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Figure 6. Localization-repairing model for semantic errors based on deep quantum neural network. 
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2.5. Data Collection and Model Performance Evaluation 

(1) Data collection: in the experiment, crawlers are adopted to obtain the Python codes and test cases on the 

Codeforces platform of the OJ system. The correct codes that can pass all test cases and the error codes 

that can be compiled but failed to pass are collected as a dataset, with a total of 26,946 code segments. 

This dataset is divided into a training set, a validation set, and a test set. Of all the code segments, 20,524 

are in the training set, 2,335 are in the validation set, and 2,354 are in the test set. It is ensured that the test 

focus and verification set codes have never appeared in the training set; hence, similar codes do not appear 

in the training set, verification set, and test set simultaneously, ensuring the accuracy of the model. There 

are five types of semantic errors in the generated conditional expressions (A1: adding wrong conditional 

expressions; A2: variable name errors; A3: operator errors; A4: deleting conditional expressions; A5: 

operator and variable name errors simultaneously). These are errors that programmers often make in the 

coding process. The random methods are utilized to generate errors; that is, the error of each sentence is 

entirely random. The distribution of error types generated is shown in Table 1.  

 

Table 1. Number of various error semantic datasets. 

Error type A1 A2 A3 A4 A5 

Number of collected data 7842 2132 13860 1002 2110 

 

(2) Performance evaluation: to effectively evaluate the performance of the proposed model, Accuracy, 

Precision, Recall, and F-Measure are adopted as the experimental evaluation criteria. Accuracy represents 

the proportion of the semantic errors the system can identify to the total semantic errors. It is a crucial 

indicator to measure the accuracy of model predictions [25]. Precision indicates the proportion of positive 

classes in the samples identified as positive [26]. Recall indicates the proportion of all positive samples 

correctly identified as positive classes [27]. F-measure is the weighted harmonic average of Precision and 

Recall, often adopted to evaluate the quality of classification models [28]. The calculation is as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝐴+𝐵

𝐴+𝐵+𝐶+𝐷
                                 (7)      

𝑃𝑟 𝑒 𝑐𝑖𝑠𝑖𝑜𝑛 =
𝐴

𝐴+𝐵
                                   (8) 

𝑅𝑒 c all=
𝐵

𝐵+𝐷
                                     (9) 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2* 𝑃𝑟 𝑒𝑐𝑖𝑠𝑖𝑜𝑛* 𝑅𝑒 𝑐𝑎𝑙𝑙

𝑃𝑟 𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒 𝑐𝑎𝑙𝑙
                       (10) 

In Eq. (7) - Eq. (10), A is the number of correct positive semantics recognized by the model, B is the number 

of correct negative semantics recognized by the model, C is the number of unrecognized false-positive 

semantics, and D is the number of unrecognized false-negative semantics. 
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3. Results and Discussions 

3.1.  Comparison Results of Semantic Localization Algorithms 

Figure 7 shows the performance comparison of semantic localization algorithms. A comparison of RNN, CNN, 

and DNN shows that the accuracy, recall, and comprehensive evaluation performance differences are not 

significantly different. After the attention mechanism is introduced, the performance of the models is much 

improved, which shows that the attention mechanism has good semantic discrimination ability. Besides, the 

A-DNN algorithm based on deep neural networks exhibits the best performance. Compared to the algorithms 

without attention mechanism, the accuracy increases by 21.91%; compared to A-RNN, the accuracy increases 

by 9.14%; compared to A-CNN, it increases by 12.89%. The above results show that the proposed semantic 

localization model not only accurately locates the error segment but also dramatically improves the model's 

performance. 

 

A B

C D

 

Figure 7. Performance comparison results of semantic localization algorithms. 

Note: A-RNN, A-CNN, and A-DNN indicate adding the attention mechanism to the three neural networks. 

3.2. Comparison Results of Semantic Repairing Algorithms 

Figure 8 shows the comparison results of semantic repairing algorithms. As the number of training increases, 

the model's performance continues to improve. A comparison of all algorithms reveals that if QIA is adopted, 
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the model performance is improved, and the performance of GGNN is also increased. Genporn has the worst 

performance, and the performance difference between various algorithms is significant. QIA has the best 

performance. Compared to the Genporn algorithm, QIA improves the model accuracy by 32.25, and the highest 

semantic repairing accuracy can reach 85.24%. The above results show that introducing QIA into semantic 

repairing is booming, and the model performance is better. 

 

A B

C D

 

Figure 8. Result comparison of semantic repairing algorithms. 

Note: P1-P5 are QIA, GA, GGNN, Genporn, and sk-p algorithm models, respectively. 

Figure 9 illustrates the convergence performance of the semantic repairing algorithms. Models without QIA 

will converge when the dataset is 300, while models with QIA can converge in advance when the dataset is 

200. Therefore, the performance loss can be reduced, and the result is consistent with Accuracy and Precision. 

A B

 

Figure 9. Comparison of convergence performance of semantic repairing algorithms. 
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3.3. Performance Evaluation of Semantic Localization and Repairing System Based on Deep 

Quantum Neural Network 

A B

C D

 

Figure 10. Performance evaluation of semantic localization and repairing system based on deep quantum 

neural network. 

 

Figure 10 shows the performance evaluation of semantic localization and repairing systems based on the deep 

quantum neural network. A combination of DNN and RNN is employed, which has improved performance 

compared to single models. Similar to the results of introducing the attention mechanism, the comprehensive 

performance of DNN and RNN has increased notably. However, the experiment reveals that such a 

combination fails to fully utilize the intrinsic performance of DNN and RNN. The performance is improved 

based on a massive amount of calculations. Hence, such a combination is not adopted. Another two model 

combinations are tested for comparison. The performance of the ADNN+QIA algorithm is the best, and the 

highest accuracy is 89.27%, which is 0.89% higher than that of ARNN+QIA. The difference is insignificant; 

however, the overall performance is improved by 1.4%. The above results show that the semantic localization 

and repairing model based on deep quantum neural network and QIA is useful. This model can significantly 

improve the localization of program semantic errors and realize automatic, efficient, and fast error-repairing. 
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4. Conclusion 

The shortcomings in the current localization and repairing methods of semantic errors in programs are 

analyzed. DNN and attention mechanism are introduced to improve the precision of localizing program 

semantics. The system model is optimized through QIA, which can automatically repair the semantic program 

errors. Consequently, several algorithms are combined to construct a localization and repairing model for 

semantic errors based on a deep quantum neural network. The proposed model can precisely localize semantic 

errors in the OJ system. QIA significantly improves the convergence and repair capabilities of the algorithm. 

The research results can provide a theoretical reference for program error localization and repair. Although the 

issues described are more comprehensive, due to objective limitations, some deficiencies are found. First, the 

number of datasets is insufficient. Data collection is only performed on the OJ system; hence, resources are 

limited, which will influence the model's accuracy. Second, the types of errors identified by the proposed 

algorithm are not rich enough, including common errors. An error corpus should be established, supplemented, 

and improved through continuous learning of algorithms. Finally, the repairing algorithms all aim at sentences, 

which will undoubtedly increase the operating load of the system. Later, the neural networks of physical sign 

extraction can put the repaired sentence only in the error location. In the future, in-depth research on these 

aspects will be conducted to find a better combination of program semantic repairing. 
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